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<p>수학에서 그래프라고 불리는 네트워크는 주어진 노드와 그 노드들 사이의 상호작용을 나타내 는 링크의 집합으로 정의할 수 있다. 엄청난 양의 데이터가 쏟아지고 있는 최근에 특히 주목받고 있는 네트워크 과학은 복잡한 시스템의 구성요소(노드)와 그들 간의 상호작용(링크)을 전체적으로 이해하려고 연구하는 학문이다. 복잡계 연구에는 여러 가지 측면이 있겠지만 여기에서는 community(혹은 module) detection에 대하여 소개하고자 한다.<br />

<br />

우선 이해를 돕기 위해 소셜 네트워크 중의 하나인 Zachary's Karate Club을 소개한다. 이 네트워크는 1970년대 미국 한 대학의 친분관계를 기초로 만들어진 것으로 34명의 회원, 즉 34개의 노드와 그들 사이의 관계(링크)로 구성되어 있다. 원래 하나이던 Club이 회원들 사이의 불화로 인 하여 2개의 Club으로 나누어지게 된다. 사회학자들은 회원들과의 인터뷰를 통하여 회원들 사이 에 친분관계(링크)를 할당하여 네트워크를 만들었고 이 네트워크를 이해함으로써 이 Club이 2개 의 소그룹으로 나누어지게 된 현상을 이해하려하였다. 즉, 주어진 네트워크의 숨겨진 노드 사이 의 community를 네트워크의 위상정보를 이용하여 파악하려한 것이다.<br />

<br />

네트워크의 링크에는 다양한 종류가 있지만 여기서는 가장 간단한 종류의 링크를 고려한다. 즉 모든 링크에 1이라는 같은 가중치를 부여하고 링크의 방향성이 없다고 가정하자. 예를 들면 &lt;그림 1&gt;과 같은 네트워크가 주어졌다면 과연 이 네트워크의 community를 어떻게 구할 수 있을 까? Girvan과 Newman은 다음과 같이 정의된 Modularity(<em><span style="font-family: 'times new roman', times, serif;">Q</span></em>)라는 양을 극대화하는 partition 을 사용하자고 제안하였다.<span style="color: #ff0000;"><a class="reference\_tmp" style="color: #ff0000;">[1]<br />

</a></span></p>

<p style="text-align: center;"><span style="color: #ff0000;"><a class="reference\_tmp" style="color: #ff0000;">

<math style="font-family: 'Times New Roman';" xmlns="http://www.w3.org/1998/Math/MathML"><semantics><mrow><mi>Q</mi><mo>=</mo><munderover><mo>∑</mo><mrow><mi>s</mi><mo>=</mo><mn>1</mn></mrow><mi>r</mi></munderover><mfenced open="[" close="]"><mrow><mfrac><msub><mi>l</mi><mi>s</mi></msub><mi>L</mi></mfrac><mo>-</mo><msup><mfenced><mfrac><msub><mi>d</mi><mi>s</mi></msub><mrow><mn>2</mn><mi>L</mi></mrow></mfrac></mfenced><mn>2</mn></msup></mrow></mfenced></mrow><annotation encoding="LaTeX">\style{font-family:'Times New Roman'}{Q=\sum\_{s=1}^r\left[\frac{l\_s}L-\left(\frac{d\_s}{2L}\right)^2\right]}</annotation></semantics></math>

  <em><span style="font-family: 'times new roman', times, serif;"> <span style="color: #000000;">Eq. (1)</span></span></em><br />

</a></span></p>

<p>여기서<em><span style="font-family: 'times new roman', times, serif;"> s</span></em>는 community index이며, 주어진 네트워크의 노드를 <em><span style="font-family: 'times new roman', times, serif;">r</span></em>개의 community로 중첩 없이 나누는 경우를 생각한다. <em><span style="font-family: 'times new roman', times, serif;">L</span></em>은 네트워크의 전체 링크의 숫자, <em><span style="font-family: 'times new roman', times, serif;">ls</span></em>는 community<em><span style="font-family: 'times new roman', times, serif;"> s</span></em> 안에 존재하는 링크의 수, <em><span style="font-family: 'times new roman', times, serif;">ds</span></em>는 community<span style="font-family: 'times new roman', times, serif;"> s</span>에 속하는 노드의 연결수의 합으로 정의된다. 여기서 노드의 연결수는 그 노드에 연결된 링크의 수이다. 위의 식에서 첫째 항은 전체 링크 중에서 같은 community 안에서 연결된 링크의 비율이고, 둘째 항은 주어진 네트워크의 링크를 무작위로 재분배하였을 때 의 첫째 항의 기대치이다. 모든 노드를 하나의 community로 할당할 경우에 <em><span style="font-family: 'times new roman', times, serif;">Q=0</span></em>임을 쉽게 알 수 있다.<br />

 <span style="color: #ff0000;"><a class="reference\_tmp" style="color: #ff0000;"><br />
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<p><br />

또한 각각의 노드가 하나의 community로 할당되는 partition은 음수의<em><span style="font-family: 'times new roman', times, serif;"> Q</span></em> 값을 갖게 된다. 참고로, &lt;그림 2&gt;나 &lt;그림 3&gt;처럼 나누는 partition도 생각할 수 있는데 이 경우 <em><span style="font-family: 'times new roman', times, serif;">Q</span></em>값은 각각 0.292, 0.489이 된다(각자 확인 바람). Modularity 최대화 문제는 모든 가능한 partition 중에서 <em><span style="font-family: 'times new roman', times, serif;">Q</span></em>의 값이 최대가 되는 해를 찾는 combinatorial optimization 문제로 전형적인 NP-hard 문제이다.<br />

<br />

<em><span style="font-family: 'times new roman', times, serif;">Eq. (1)</span></em>과 관련하여 두 가지 고민해야할 문제가 있다. 첫 번째 문제는 비교적 정의가 명확한 수학적인 문제이다. 즉 주어진 네트워크에서 <em><span style="font-family: 'times new roman', times, serif;">Q</span></em>를 최대화하는 문제이다.<span style="color: #ff0000;"><a class="reference\_tmp" style="color: #ff0000;">[2]</a></span>를 참고하면 여러 분야에서 자주 연구되어 온 인기 있는 네트워크 정보를 얻을 수 있는데 여기에는 위에서 언급한 Zachary's Karate Club과 같이 작은 네트워크를 비롯하여 수 만 개 이상의 노드로 구성된 것들도 포함되어 있다.<br />

<br />

이와 같은 네트워크의 Modularity를 최대화하는 연구는 지난 10여 년간 활발히 진행되어 왔는데, 주로 새로운 heuristic 방법의 개발, 또는 잘 알려진 Simulated Annealing 방법을 적용하여 진행되어 왔다. 주어진 네트워크의 Modularity Optimization 문제는 좀 더 효율적이고 강력한 sampling/search 방법의 개발로 이어져 왔다. 필자의 연구실에서 관심을 갖고 연구하는 주제 중의 하나가 복잡하고 어려운 multiple minima 문제들을 효율적으로 풀어나가는 것으로, Conformational Space Annealing 방법을 개발하여 이러한 문제들에 적용해 왔다.<span style="color: #ff0000;"><a class="reference\_tmp" style="color: #ff0000;">[3]</a></span> 놀랍게도 이러한 연구를 통하여 기존에 알려진 Modularity 최대 해를, 다섯 문제의 경우, 새로운 해로 갈아치울 수 있었다.<span style="color: #ff0000;"><a class="reference\_tmp" style="color: #ff0000;">[4]</a></span> 그렇다면, 과연 더 좋은 Modularity 해를 얻는다는 것은 무슨 뜻일까?<br />

<br />

<em><span style="font-family: 'times new roman', times, serif;">Eq. (1)</span></em>과 관련된 두 번째 문제는, 과연 더 좋은 Modularity 해가 community에 대해 더 유익한 정보를 줄 수 있겠는가 하는 것이다. 그리고 과연 네트워크의 위상적 정보만으로 노드들 사이의 직접적인 관계로부터는 명백하지 않은 추가적인 정보를 얻을 수 있을 것인가 질문할 수 있다. 간단히 결론만 말하자면 기존의 연구 결과, 발표와는 달리 이러한 community 정보가 매우 유용 하다. 아래에서 그 두 가지 예를 들도록 하겠다.<br />

<br />

복잡계 네트워크의 새로운 영역으로 생물학적 네트워크가 중요한 연구 영역으로 대두되고 있다. 이는 지난 10여 년간 유전체 규모의 자동화된 실험 방법들이 개발되면서 대규모의 상호작용 정보가 제공되면서 더욱 가속화된 바 있는데, 예를 들면, 생체 대사 네트워크, 단백질-단백질 네트워크 등이다.<br />

<br />

단백질들 사이의 상호작용 정보는 대규모로 제공되는 반면, 각각의 단백질의 기능에 대한 정보는 일일이 알아내야하는 어려움이 있다. 이미 기능이 밝혀진 단백질의 정보를 이용하여 아직 기능이 밝혀지지 않은 단백질의 기능을 유추할 수 있다면 단백질 기능 연구에 들어가는 시간과 경비를 크게 줄일 수 있다. 기존의 연구결과에 따르면 community 정보가 기대와는 달리 오히려 단백질의 기능을 유추하는데 방해가 된다고 알려져 왔다.<span style="color: #ff0000;"><a class="reference\_tmp" style="color: #ff0000;">[5,6]</a></span> 이에 반하여, 최근에 제대로 된 Modularity optimization과 적절한 community 정보를 이용함으로써 단백질의 기능 예측을 향상시킬 수 있다는 결과가 얻어지고 있다.<br />

<br />

두 번째 예로 필자가 올해 3월에 일본에서 개최된 학회에 참석한 초청연사 네트워크를 만들어 봄으로써 생긴 일화를 소개한다. 이 학회에서 필자는 단백질-단백질 네트워크 연구에 대한 발표의 서론을 전개하기 위해서 초청연사 23명의 네트워크를 먼저 보여주고 마지막에 이 네트워크의 community detection 결과도 보여주었다. 23명이 세 그룹 (11+9+3)으로 나뉘었는데 6명의 이론/계산 연사가 모두 11명으로 구성된 community에 속하게 되었고 4명의 서구권 연사 중에 3명 이 하나의 community에 배정되었다.<br />

<br />

필자의 발표 후에 몇몇의 연사가 찾아와, 두 번째 community 9명에 한명의 리더 교수와 20여 년간 이 교수의 연구실에서 학위 및 연구원 과정을 거친 5명이 모두 속해 있어서 본인들이 깜짝 놀랐다고 알려주었다. 참고로 이 네트워크의 링크는 현재 NIH 연구원인 이주용 박사가 Google 검색으로 생성한 가중치로 구성한 것이었다. Google이 모든 것을 알고 있다는 말인가? 섬뜩한 기분이 들면서, Modularity의 최대화를 이용한 community detection 연구가 여러 분야에서 유용하게 쓰일 가능성과 파급효과를 점치게 된다.</p>

<p>&nbsp;</p>

</div>